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On Array Performance:
A Methodology of System Calibration and Noise Identification

B. J. Sotirin and W. S. Hodgkiss

Marine Physical Laboratory
Scripps Institution of Oceanography
University of California, San Diego

La Jolla, CA 92093

ABSTRACT

The assumption that acoustic array measurements are a tnre reflection of
the oceanic noise field can lead to misinterpretation of the data collected. Char-
acterization of the array self noise levels and knowledge of individual element
amplitude and phase responses are required to assess the results with confidence.
In recent years emphasis on low frequencies and high resolution has led to the
development of large aperture arrays with many elements. Establishing indivi-
dual element calibrations and system noise levels of these arrays is no! easily
achieved in the laboratory environment due to facility and time constraints.
Therefore, a series of tests are suggested to assist in the identification of system
noise sources in such an array using a combination of oceanic ambient noise
measurements and limtited laboratory mcasuremcnts. An in-situ clcmcnt calibra-
tion is also discussed which compares magnitude estimates from two indepen-
dent methods and generates a phase error curve. These methods are somewhat
limited by incomplete knowledge of the environmental parameters and the sta-
tistical nature of ambient noise. Results are demonstrated using data collected by
a large aperture vertical array deployed from the research platform FUP in the
NE Pacific.
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On Array Performance:
A Methodology of System Calibration and Noise Identification

B. J. Sotirin and W. S. Hodekiss

Marine Physical Laboratory
Scripps Institution of Oceanography
University of California, San Diego

La Jolla, CA 92093

Introduction

Acoustic arrays are commonly used to study many aspects of the ocean
environment such as propagation effects, background noise, deep scattering layers,
internal wave fields, and bottom characteristics to name a few. Interpretation of the
data collected by such arrays must be viewed in terms of the array characteristics.
All to often however, for data processing expediency, the characteristics of the
array are assumed to be inconsequential and the effects of the instrumentation are
not considered. This unrealistic attitude may lead to unsubstantiated conclusions.

"The theoretical effect of element failure and random amplitude and phase
errors on array sidelobe level has been examined by other investigators [Ramsdale
and Howerton, 1930; Quazi and Nuttall, 1979; Quazi, 1982; Nuttall, 1979] and should
there be element failures, algorithms for optimal reshadlng exist [Sherrill and Streit,
19871. However, techniques for estimating these errors are not typically discussed.

Error sources must be realistically Identified In order to separate the desired
signal from the measurement. The measurement encompasses the hydrophone
input modified by the channel response plus system noise. Our experience has
been that catastrophic element failure occurs seldomly in real applications and post
processing of ai ay data must include criteria to identify elements with low
performance, arn evaluate their effect with respect to the application. The
amplitude .nea:;urment of the incoming signal may be corrupted by a variety of
factors inciýdling variable hydrophone sensitivities, inaccurate gain amplifiers,
quantizing errors, saltwater leakage, cable response, crosstalk, ground loops and
digital switching noise. The phase measurement of the incoming signal may be
modified by the element location, the phase response of electrical components and
cables, crosstalk, switching noise and timing errors.

The purpose of this paper is to present a methodology for characterizing large
aperture array system noise and estimating channel amplitude and phase responses
using in-situ data. The methods recommended are applied to data collected by a
900 m, 120 channel acoustic array which was deployed vertically from the research
platform FLIP in the Northeast Pacific dur!ng September 1987. Laboratory tests
were minimized because of the large number of channels, the size of the array and
time and facility constraints. Array system noise is characterized using ambient
noise data collected during the experiment and when possible verified by
subsystem laboratory tests. To estimate channel amplitude and phase errors,
ambient noise and a series of narrowband signals transmitted from a known
location with known source level were used.
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I. System Description

Array description with regard to system performance must address the physical and
electrical attributes of the signal path. Utilizing in-situ data places the individual
array elements in an almost constant temperature and pressure environment
however the response of exposed components to the lower temperature and higher
pressure must be considered. Physical layout of the signal path must also be
considered for potential cross-talk, grounding and noise contamination. Design
amplitude and phase characteristics for individual filters, amplifiers, cables,
converters, etc. should be recorded. For coherent processing, the timebase in the
array must be accurately calibrated and system delays accounted for.

The array addressed in this paper was composed of 120 elements separated
physically into 12 hose sections each containing 10 elements spaced 7.5 meters
apart with the first and last elements being 3.75 meters from either end of a hose.
The sections were terminated at processor pressure cases which contain the
electronics to process the data from the 10 physically closest elements. Therefore,
electrically the elements in a single hose section were associated with two
processors. The data stream originated at the hydrophones. It was amplified,
filtered, converted to a digital signal, reformated and finally transmitted to the
surface where it was recorded on magnetic tape in real time. A detailed description
of the entire array system is found in [Sotirin and Hildebrand, 19881.

One section of the low frequency signal path in the array is shown
schematically in Figure 1.1. The power for the analog components is supplied by 12
individual section switching power supplies, whose 5 VDC, 250 ma input is supplied
by the 350 VDC, 4 A high power line running the length of the array. Array
elements consisted of the transducer, preamplifier, anti-aliasing filter and
differential line driver. The transducers were composed of two Aquadyne AQ-1
hydrophones wired in series to increase the sensitivity to a nominal -197 dB re 1
V/pPa each with a 12 nF capacitance at mid ocean depths. The hydrophone output
is amplified by a very low noise FET with 40 dB of fixed gain and a low frequency
cutoff below 10 Hz. The preamplifier output is filtered by a phase matched, six
pole, low pass filter with a corner frequency of 220 Hz and an In-band gain of 1. A
differential line driver is used to transmit the bandpassed amplified signal to the
processor, a distance of up to 37.5 meters. Each processor receives signals from 10
elements, 5 from the hose section above and 5 from the hose section below. The
two elements immediately adjacent to a processor are filtered within the processor
pressure case rather than at the element to provide access to Zhe 12 KHz acoustic
Information required for navigating the array [Sotirin and Hildebrand, 1989]. All
array element components are subjected to ambient oceanic pressure,

Within the processor pressure case, the element inputs follow a common path. Each
input Is selected sequentially by a differential multiplexer, converted from
differential to single-ended, amplified by a programmable variable gain amplifier
(14 to 60 dB), then captured by a sample-and-hold circuit and converted to 12 bit
digitai form. In digital form the data is less susceptible to degradation by
component response, noise, cross-talk and ground loops. The digital data integrity
is monitored by several counters and synchronization words which are verified
prior to processing. "lhe timing for each processor is controlled by individual
oscillators which are phase locked to a 1 MHz clock signal running the length of the
array. Digital component delays (typically on the order of ns) are negligible at the
500 Hz (2 ms) data sampling rate. The sequential operation of the multiplexer
imparts a deterministic phase shift of wnT where w is the frequency, n is the channel
position (defined in Appendix A) and r is the 0.2 ms sample frequency.
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II. Laboratory Calibration

Laboratory tests were minimized due to lack of facilities in which an
environmentally controlled system test could bc executed and time constraints.
Tests were performed under one atmosphere pressure and room temperature with
no special electrical shielding. Nominal element calibration was conducted during
array construction and the self noise tests were conducted for a 10 element array
subsection. Typically, these tests are completed prior to the experiment to verify
minimum operating conditions. However, during the September 1987 experiment,
strict time constraints delayed completion of the tests until after the experiment.

Nominal Element Calibration. Each element was tested individually as it was
constructed and the array hose section assembled. Within a hose section are the
hydrophones, preamplifiers, filters and line drivers for 10 elements. As these
electronics are subjected to ambient ocean pressures during deployment, the
individual components used were pressure soaked and cycled to 8000 psi prior to
fabrication. Typical hydrophone amplitude, phase and impedance responses were
measured with respect to temperature and pressure [Las.inger. 1982]. Before the
array is pulled into the urethane hose section, several tests were conducted to
measure the pass band level, and -3 dB cutoff frequencies of the filters. Data for
this test is presented in Appendix A. The pass band level was measured at 100 HZ
by injecting a sinusoid electronically at the hydrophone :nput and monitoring the
results at the aifferential line driver output. The signal is amplified by 40 dB in the
preamplifier and received differentially, adding an additional 6 dB. The noise in
this preamplifier has been measured to be approximately 30 dB re 1 pPa at 100 Hz
in a shielded controlled environment. The level recorded is in dB referenced to the
signal injected amplified by 46 dB, that is, the setup is designed to output a
measurement of 0.0 dB for this test. All elements exhibit a pass band level at 100
Hz within :L1 dB of the design level except the top element and the bottom element
which are within 1.2 dE.

The high frequency cutoff was designed to accommodate a 500 Hz sampling
frequency. The -3 dB cutoff frequency was measured by increasing the frequency
of the signal injected as described above and monitoring the same output. Two
elements in each section are low pass filtered after the signal is received by the
processor to allow detection of the 12 kHz navigation pulses. These elements have
an expected -3 dB cutoff frequency at 15 kHz. The remaining elements roll off at
about 220 Hz. The icw frequency cut off is about 5 Hz for ait elementr.tc.

The operating environment at each individual element during a sea test is
stable in temperature (at 3 'C) and pressure. The element components should be
invariant when subjected to this environment. The components most likely to
change would be the capacitors. Preliminary pressure and temperature tests were
conducted during which the capacitors were found to be virtually invariant over a
pressure range of 0 to 6000 psi but capacitance values decreased with temperature.
A decrease in capacitance increases the high frequency cutoff, and increases the
potential for aliasing problems.

Electricc.! Self Noise Level. Laboratory tests conducted to determine the level
of the electronic noise floor in the array were delayed until after the experiment.
These tests consisted of decoupling the inputs to various stages of the signal path
from the array and changing specifif control options to ascertain the origin and
amplitude of the array self noise. No special precautions were taken to Insure the
noise Integrity of the array in the lab environment, therefore the data was subjected
to a variety of additional noise sources which would not be encountered in an
ocean environment. The narrow band signals apparent in the spectral plots are not
stationary and are normally identified with an outside source such as machinery
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magnetostriction components and ship radar [Anderson, 1989].

The tests were conducted using 10 representative array elements. One array
hose section was removed from the urethane tube and the hydrophone inputs to
the preamplifiers were replaced by equivalent capacitors (channels 6-15). These 10
channels are addressed by two processors; processor 1 (P1) monitors channels 1-
10. processor 2 (P2) monitors channels 11-20. The ±15 volt power leads were
removed from the elements whose phones were still connected (channels 1-5 and,
16-20). The tests were conducted by recording data utilizing the same system setup
as was used at sea [Sotirin and Hildebrand, 1988]. The plots shown in Figures 2.2
and 2.3 are generated by incoherently averaging 46 FFT's (Kaiser-Bessel window, c -
2.5) with 50% overlap which estimates the spectra within a confidence interval of
+1.4 dB to -1.2 dB [Bendat and Piersol, 1971]. Increasing the number of averagLs to
generate a confidence interval between +0.5 and -0.4 did not appreciably alter any
of the spectra levels or character. The magnitude is normalized to a 1 Hz band and
does not account for the array gain amplification but treats the array signal as a
black box input at the analog-to-digital converter (ADC) to facilitate comparison
between the gain settings. The actual noise levels initiated at the element are
amplified by the fixed gain stage of 46 dB and by the variable gain stage which is
notated on the individual plots. These levels are on the order of a microvoit
making it extremely difficult to insure absolute repeatability in the tests within the
lab environment available.

The noise levels at various stages in the analog power circuit and data stream
were measured, The power for the analog circuits must be regulated and free of
harmonic content. In this array, the main array power supply was located aboard
FLIP and each processor case contained two switching DC-to-DC converters, one at a
+5 VDC output and the other at ±15 VDC output. Frequency response for the input
and two outputs are shown in Figure 2.1. The input to the converters has 1

significant 120 Hz level (-75.4 dBv/V/Hz) which is filtered and appears in the 5 VDC
output at a low level (about -112 dBv/v'Hz); there are other Intermittent narrow
band peaks at 55 Hz and 6 Hz. There is also a 60 Hz signal at about -116 dBv/,VHz.
The noise level in the ±15 volt power supply is quite flat with a 2 dB increase at 60
fiz to a -124.2 dBv level (Figure 2.1c). These narrow band levels are quite low and
appear only Intermittently in the low frequency self noise data. Contributors to the
array self noise were identified by shorting the inputs to or bypassing stages. The
spectra of the array system noise with the input to the variable gain stage shorted
(see fiatgre 2.2f) was flat with an 8 or 9 my vwriation at the 4-10 volt ADC lndic-tIng
that no unexpected noise sources were active in this stage. The 12 bit ADC had a
resolution of 4.8828 mv which when normalized over the system bandwidth of 250
Hz (23.98 dB) corresponds to a -70.2 dB level. There were two multiplexer modes,
the scan on mode which samples each of 10 channels with a user selectable (5 kHz
default) sampling frequency, an~d the scan off mode which samples only one
channel. The noise contibuted by the multiplexer and sample-and-hold amplifier
(SHA) was measured by comparing the levels obtained with the input to the
multiplexer for channel 8 (P1H2) hardwired to the differential receiver effectively
bypassing the multiplexer, to those obtained using the same channel with the
multiplexer operating in the scan off mode and during normal operation (scan on).
Each exhibited the same spectral levels and characteristics indicating that no
additional noise was injected at the multiplexer or SHA.

Although the data signals were driven differentially, there is the possibility of
coupling common mode noise into the relatively low level analog data. The digital
switching noise from the 1 MHz clock signal running the length of the array was of
high enough level that it was not completely removed by the differential receivers
(common mode rejection ratio of 80 dB). Clock noise is suspected in Figure 2.2 as
spectrum levels tend to increase with wire length in the array (physical phone
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position from .he processor) by as much as 15 dB. This noise was substantially
decreased by the addition of a small 0.0153 pf capacitor at each of the multiplexer
inputs which effectively shorts the inputs of the differential receiver at frequencies
above about 10 kHz, indicating that it Js high frequency noise generated in the array
hose. As the variable gain is increased two distinct effects are noticeable, First, for
a specific variable gain increase, the spectral levels are not amplified by the same
amount channel to channel. Second, the relative spectral level increase in any
particular channel does not coincide with the change in variable gain. Both of these
effects could be attributed to high frequency noise being slew rate limited In the
variable gain amplifier. Limiting the slew rate would effectively filter out the high
frequency content and amplify only the low frequency portion, creating a gain
discrepancy channel to channel and because slew rate increases as gain increases,
more of the high frequency noise would be blocked, rectifying the discrepancies
between channels as the gain is increased. These effects are shown in Figure 2.3
which displays the difference between chanaels 11 and 15 (farthest and closest
respectively) and the channel 11 output for different variable gains. Idealy, as the
variable gain is increased from 34 dB (top) to 54 dB (bottom), the magnitudes in
Figure 2.3a should a!ways be 0 or at least constant, indicating that both channels
are amplifying the signal by the same amount. Yhis is the case only at a gain setting
of 54 dB, where the slew rate filter effect would be strongest, eliminating more of
the high frequency noise. The difference between channels increases as the gain
and the slew rate limitations decrease. The second effect is observed by examining
the change in magnitude for channel 11 (Figure 2.3b) as the gain increases.
Changing the variable gain from 34 to 44 dB should produce a 10 dB increase in
magnitude rather than the 4-5 dB increase shown for channel 11; although the effect
is substantially less, there is an 15-20% reduction in effcctive gain in the closest
channels as well.

This noise exhibits a coherent structure shown in Figure 2.4 which is
effectively removed by the line filter capacitors. The high coherence effect is
limited to only a few channels in the section and does not appear in the
directionality plot of Figure 2.5. The beam levels are very consistent with no
substantial increase in the broadside beam which is indicative of pervasive common
mode noise. The array self noise levels at a relatively low array gain are compared
(Figure 2.6) to corresponding measured ambient noise at the same gain settings.
The quality of the high frequency data depends on the level of the incoming signal,
the array variable gain setting and the channel position. The amount of degradation
is elucidated in the tollowing section.

IlL Performance Indicators

In-situ performance tests require a knowledge of the acoustic noise field used
as a signal to enable identification of array system problems. Each test shows a
different facet of array data characteristics and requires some interpretation.

Time Series. A 4 s time series of either the voltage (Figure 3.1) or power
response of each channel provides insight into the signals received by the array,
identifying biological disturbances, noise levels, and signal levels. It also insures
that all sections of the array are telemetering, and clearly identifies certain types of
occurrences such as dead channels (e.g. 71), insensitive channels (e.g. 21,100), high
frequency glitches (e.g. 30, 77), saturation due to strum (e.g. 94, 99, 116), and
saturation due to DC offsets (e.g. 75). Examination of an impulsive return during
the experiment revealed a polarity reversal in some of the channels kindicated in
Table Al) which was subsequenly corrected and is not shown in the figures
presented here.
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Time Series Distribution. A histogram of the time series monitored by each
channel indicates the voltage distribution of the signal being recorded. The
distribution was calculated with 0.1 v bins over 16 s, and shows a Gaussiaa random
process (left half of Figure 3.2). The valiance of the distribution increases with gain
and low frequency vibrations as in channel 18. The mean of the distribution
corresponds to the DC offset of the channel (channel 16). The spikeý character of
channel 20 is an artifact of the software error discussed below.

Bit Distribution. The correct operation of the analog to digital converter (ADC)
and some aspects of bit formatting and reformatting are verified by examining the
distribution of each of the channel bits. If the ADC Is correctly converting zero
mean Gaussian random signals, the distribution of each bit representing the 2's
complement digital signal should be high half of the time and low half of the time
as the signal varies between positive and negative numbers, shown in Figure 3.3 by
simulation. The simulations were implemented by generating a Gaussian random
signal in volts with a different seed for each panel in Figure 3.3, clipping at :± 10 v
(as the ADC does) and converting it to bit integer format before accumulating the
high bits. The oLtput format of the ADC's in the array was offset binary and the
data was converted to 2's complement prior to the telemetry link. The conversion
only requires that the most significant bit be complemented so the 2's complement
representation is adequate for this investigation. The zero mean simulated sIgals
have the expected distribution even in the event of clipping. A DC offset in the
signal appears as a bias of the higher order bits in the distribution; the bias
migrates to less significant bits with a decrease in the variance of the random
signal, and the amplitude of the bias increases with the DC offset. The bit
histogram of 4096 words telemetered by the array is shown in the right half of
Figure 3.2 for 5 channels. The effect of a low amplitude signal (low variance) and
negative DC offset in channel 16 (-0.81 V) is manifested as an increase In the
occurrence of the high order bits. The distribution In Figure 3.3c simulates channel
16. The higher variance In channel 18 decreases the impact of the DC offset
relative to channel 17. These results are corroborated by the time series and time
series distribution data. The least significant 4 bits of the 10th channel (HO) in each
section were contaminated by noise due to an error in the array software such that
the data for H0 was logically OR'ed with the least significant four bits of the
previous H8 data. The effect of this noise is shown in the distribution for channel
20. The least significant bits of all array channels also display a peculiar
distribution. This Is an indication of the switching noise level within the processor--- • .- arr- -- ,"o-.- I-- - -re.. s n itv lower .. rJ--- ' -1 ts (.08 , r....

a.s It coules iLnU the ADLC ia•dU dJ1CLUI Lilt IIUL UiLv• ,uwe ULu•, UIL= t.oo ly
resolution). The lowest order bit is consistently affected decreasing the effective
resolution of the system.

Power Spectral Density. The spectra illustrates a variety of characteristics of
the array coupled with the acoustic noise field. To interpret array system noise, the
acoustic noise field components must first be identified. The array is capable of
resolving the frequency b. nd between 10 and 220 Hz as discussed in Section I1. The
spectra shown in Figure 3.4 represent data taken at 4 different times to illustrate
the variety of sources which contribute to the low frequency domain; within this
band there are two major acoustic ambient noise contributors, ship generated noise
and wind generated noise. A typical acoustic spectrum (Figure 3.4a) shows a broad
hump due to shipping between 25 and 125 Hz at approximately 75 to 90
dB//iiPa/VHz which rolls off to about 70 dB//iiPa/V/Hz at the wind dominated high
end of the spectrum. Noise due to array mechanical motion (strum) and biological
sources is sometimes seen below 25 Hz. The close passage of a ship imparts tonal
components to the low frequency end of the spectrum (Figure 3.4b); a pseudo
random coded signal is noticeable at 200 Hz. A seismic profiler operating off the
coast of California appears periodically throughout the data set, degrading the
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ambient noise measurements above 100 lHz (Figure 3.4c). Ambient noise source
identification assists In selecting data which is not dominated by these processes
such that system problems may be recognized. The 1 MHz clock switching noise
discussed in the previous section Is seen in panels d, e and f, where the panel f
shows the signal from the hydrophone furthest away from the processor, and the
higher frequency levels of this channel increase by 5 dB relative to the other
channels, indicating that the system noise is interfering with the ambient noise
measurements at the higher frequencies. The system noise is virtually white across
the array frequency band (Figure 2.6) and the noise levels shown in Figure 3.4f do
not affect the measurements above the 250 Hz level; e.g. channel 20 is capable of
measuring acoustic levels above 76 dB//pPa/V/Hz. High levels are also seen for the
closest hydrophones which are due to switching noise within the processor
pressure case where the filtering for this signal resides; this noise is reduced with
proper shielding. The line frequency harmonics exist at significant but variable
levels and are discussed at the end of this section.

Channe! to Channel Coherence. Coherence is a measure of the similarity of two
signals. The data shown in Figure 3.5a-c is similar to other estimates of the
coherence function of ambient noise [Hodgkiss and Fisher, 1987][Urick, 1983];
however in the interest of characterizing array noise, only significant aspects of the
coherence data which pertain to array system noise are discussed. These are 1) the
high coherence of the line frequency harmonics demonstrating that in spite of the
variability in levels, the signals originate from the same source; 2) the notch near 10
Hz as the array filters rolloff and the relative self noise increases; 3) the low
frequency peaks which are associated with the array strum and affect the width of
the i0 Hz notch which increases with wind speed; and 4) the degradtiuii of the
characteristic: shape of the elements filtered within the pressure case indicating that
substantial incoherent noise is picked up by these channels particularly between 60
and 100 Hz. These particular channels (5 and 6) were chosen for illustration and
have substantially higher noise levels than the other channels filtered within the
processor case. Spatial correlation of isotropic ambient noise is a sinc function
ICron, Hassell and Keltonic, 1965] where the first zero occurs at d/x.=0.5 which
corresponds to 100 Hz on the array coherence plot. Although the true distribution
of ambient noise deviates frcm the Isotropic assumption, the low coherence values
at higher frequencies is expected. Therefore the high frequency clock noise
discussed above does not affect the ambient noise coherence because at the
frequenci:s of significant coherence, this noise level is below than of ambient
noise.

Narrowband Spectral Estimate Across Array. The average spectral estimate of a
particular frequency across the array may be used effectively in identifying
channels with high noise levels and/or low sensitivity, providing a coarse relative
calibration of the channel amplitudes and information concerning the extent of
degradation in the ambient noise measurements due to system noise. Figure 3.6 are
spectral averages for data received by each channel a. 6 specified frequencies. The
magnitudes of spectral estimates for one bir. of width 0.98 Hz were averaged
(n-2583) over a Kaiser-Bessel (a-2.5) windowed time series 21.9 minutes long for
each array channel. These linear estimates were averaged, calibrated and plotted in
dB re liPa/V\Hz reflecting the estimate for each array channel at a specific
frequency. The 95% confidence level for the averages is j-0.16 dB. The data were
selected carefully avoiding any known nonstationary effects (e.g. seismic profiler,
larg. strum amplitudes, nearby ships). The variation across the array Is illustrated
in Figure 3.6 for two frequencies within the shipping dominated part of the ambient
noise spectrum (35 and 75 Hz), two line frequency harmonics (60 and 120 Hz), and
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two wind dominated frequencies (135 and 150 Hz). Alt,'.-ý,,h the general character
of the data within each frequency pair is similar, there is a striking difference
between the pairs. The level variation of the line harmonics (3.6d) is clearly shown;
the pattern does not reflect any array section commonality. The effect of the
coupled switching noise (seen In Figure 3.4f) is evident at the higher frequencies
where the acoustic ambient noise levels are lower. Figure 3.6 e and f shows the
variability in the 135 and 150 Hz spectral levels across the array as some channels
are more susceptible to system noise components than others. A spatial transform
across the array shows a broad peak at 0.02667 samples/m which corresponds to a
5 hydrophone spacing. Examination of the high frequency spectral components of
each section shows that the two farthest and two closest channels to the processor
exhibit a propensity for noise contamination however the levels are affected by the
proximity of the wiring to the noise source within the wire bundle and are not
predictable.

Spectral Estimate Distribution. The distribution of the power in the individual
estimates discussed above provides a basis of confidence in the average level. The
distribution (Figure 3.7) was calculated for each of the calibrated estimates with bin
widths of 350 uPa/\/Hz. The figure shows a Rayleigh distribution as expected for
the square root of the sum of the squares of two normally distributed components
(real and imaginary spectral components). This distribution is used to determine
the sensitivity of the average value to outlier estimates. Differences in mean value
reflect array calibration variations (channel 32); differences in variance reflect the
nnokp IPvel nf the channel, Notice that although the channels filtered within the
processor In array section 1 (channels 5 and 6) indicated excessive noise levels on
the coherence estimate (Figure 3.5) at 75 Hz and on the single frequency estimate
across the array (Figure 3.6c), the same channels in section 3 (channels 35 and 36)
shown here do not.

Beampatterns. One way to evaluate the array performance is to investigate the
degradation in beampattern as errors are introduced to the amplitude and phase
element responses. The amplitude and phase element errors reported in the next
section were Incorporated into the array beampattern calculation (derived in
Appendix B):

N-I M -Ni---•-)d(cos# - cos01)+" +O.OOO2(neT f)
AF = E_ (A + 6A,)e 2

M1-0

where A, is the Kaiser-Bessei (ao=1.5) amplitude shading function, 6A,, are the
amplitude errors, coso1 is the beam scanning angle, 6-On represent the random phase
errors due to element positional errors as well as electrical phase mismatch, and the
last term is the phase sampling error discussed previously with ne - element
number and f - frequency in Hz. Since a time shift is the time domain translates
into a phase shift in the frequency domain, at a single frequency w, the correction
for this time offset r=-0.2 ms is simulated in terms of a linearly increasing phase
delay elj"- for each hydrophone n in a section. The results at 56 Hz are shown in
Figure 3.8 for errors in amplitude obtained from the broadband averages, errors in
phase from the narrowband calibration and the effect of phase sampling errors
which is deterministic and can be removed from the acoustic signal. The
beampattern incorporating both amplitude and phase errors (Figure 3.8e) shows a
deterioration in side lobe level from the theoretical pattern (Figure 3.8a) and a
slight distortion of the main beam. The resulting pattern has virtually constant side
lobe levels at about 35 dB below the main beam.

Beam Levels. Directionality plots represent the spatial distribution of the data and



potentielly identify relative sidez !obe levels. The directional bedms are calculated
by ta'.ing a Fourier Transform of the spectral estimates at a single trequency after
compensating for the sampling offset discussed above. The plots in Figure 3.9 are
"the result of computing a linear average, dB average and the standard deviation of
the dB estimates [Wagstaff et al., 1982] with n - 63 in the presence of a narrowbandSd
far field signal. The abscissa is normalized phase ( -- coso• with positive

2~r
phase looking up. and the visible region marked by dotted lines (see Appendix B).
A 5 or 6 dB variance is typical of a single transform estimate for a random process
[Bendat and Piersol, 1971] and the 2 or 3 dB difference in the averages is caused by
the nonlinear logarithm transformation of the Rayleigh distributed spectral time
series. Should the beam estimates have significant outliers, the difference between
the averages will increase as the linear average weights the outliers more heavily. A
strong coherent arrival is indicated by a drop in variance and the coincidence of the
two averages as seen in Figure 3.9. The directionality response is a function not
only of the array side lobe levels and main beam width but of the noise field with
which the array beampattern is convolved. Simulations which assist in the
interpretation of the directionality da:a as measured by this particular array are
presented in [Sotirin and Hodgkiss, 1989]. The constant response at 1l1 > 0.120
indicates that both the ambient noise and the array side lobe level are essentially
flat. The absence of a decrease in level as the main beam enters invisible space
Indicates that this level is dominated by the array side lobe response to the signal
but does not indicate tne relative side lobe level.

Beam Correlation Levels. I he correlation beam to beam is an indication of LUhUient
signal arrivals. Because the linear correlation function is normally interpreted in
terms of a binormai joint beam distribution, an alternative nonparametric test is
performed known as Spearmcnn's rank correlation and has been used successfully by
others [Wagstaff et al., 19821. Estimations of the power arriving at 64 specific
directions are calculated as described above. If the vaiue of these beam estimations
are ordered for any one direction, and the position of the estimation within the
ordered set is substituted for the actual value then the distribution of the positions
or ranks is uniform provided each estimate is unique. If the estimates are not
unique then they are assigned a midpos-stion rank such that the sum of the ranks

N
for any one beam is equal to Zi where N is the number of estimates. Once ranked,

I-i

the correlation coefficient Pjk for beams j and k is calculated as the linear
correlation of the ranks:

N

Pjk

where rnj and rjk are the assigned ranks for the ith estimation of beam j or k. To
verify that a nonzero value of p reflects the existence of a statistically significant
correlation, the null hypothesis (Pjk - 0) is tested, where a significant correlation is
indicated if the hypothesis is rejected. With the function w defined as:

w=2-ln ] Pjk

where w is distributed normally with zero mean and a variance of 0,2 - 1/(N - 3)
[Bendat and Piersol, 1971]. the null hypothesis of zero correlation is accepted at the
a level of significance if

10



-z,,! _< _ 3(w) < zp 3.1

where p - a/2 and z. is the p quantile of a standard normal random variable. For
display purposes, the correlation matrix MJk consistF of 100p on and above the main
diagonal and lOw/law below the main diagonal if Equation 3.1 is not satisfied (0 if ',.-
is). In general, the results of tests which require a significant amount of data
processing are more difficult to Interpret in terms of the system noise and are not
recommended as Independent tests. However, used in conjunction with the other
tests these results may support hypotheses. The beam correlation matrix fo- 120
Hz is displayed in Figure 3.10 at a 95% confidence. level. Althuugh this matrix
shows significant correlation between the beams, indicated by the grey level below
the main diagonal, it is demonstrated below that this is an a-'tifact of the amplitude
variability in the signal. Although not an indication of high array side lobe levels
which would be the interpretation inferred by others in the absence of a strong
multipath acoustic signal, the results do indicate that there is a problem. A typical
ambient noise matrix displays few nonzero levels below the main diagonal.

Line Frequency Analysis. The levels of the signals appearing at line frequency
harmonics in the in-situ are surprisingly strong as the high power input to the array
is filtered and the data is digitized in the array itself. The results of self noise tests
performed in the laboratory show - conspicuous lack of any consistent 60 Hz
harmonics in the spectrum. Although there are spurious peaks throughout the test
data set, there were no perpetual signals which would suggest a system (electronic)
generated noise source. T, .s implies that the 60 Hz signals and associated
harmonics observed in the in-situ data set were either acoustic in origin or an
artifact of the setup aboard FLIP, and were not an inherent component ot the array
self noise. The acoustic data from the sea test indicated that the 120 Hz line is
dominant, appearing mostly broadside (Figure 3.J la) and at high power levels
(Figure 3.7d). Acoustic noise propagating from FLUP would appear endfire, with a
monotonically decteasing level. Spectral levels of vibrational noise wit-in the
processor case would decrease as it propagated away from the processor. The 120
Hz signal appears in all array channel spectra at randomly varying levels and
aithough the broadside componeat is 20 dB above the higher angle arrivals, there
appear to be components that arrive at oth ýr angles (low variance and significant
correlation). The appearance of these arrivals can be explained by examining the
Fourier Transform of the channel magnitudes which behaves as an amplitude
ha'ng" funtion In the ... rmer. Ih. result 1-irr,,,vr, : 1 1 h) IIhitr:t•t that the

'arrivals' are due to the variability in amplitudes. Not finding a suitable acoustic
path for the line frequency harmonics to travel in, this noise must be coupled In
through a grounding path in the array when it is deployed from FLIP or coupled In
from the DC-to-DC converter inputs.

IV. Array Calibration

The array calibration enables one to convert the ADC output recorded on tape
to the pressure field seen by the hydrophones. A nominal calibration of a system is
obtained from the design specifications of the component parts. For this particular
array, the signal path conversion consists of the hydrophone sensitivity at the
ambient environmental conditions (-197 dB re V/uPa), the preamplifier gain (40 dB
re V), the differential receiver (6 dB re V), the variable gain stage (12 to 60 dB re V),
and the ADC (46.23 dB re counts/V). The calibrations addressed here refer to the
deviation of the array elements from the nominal calibration. The in-situ amplitude
calibration was determined from two independent methods. The narrowband
calibration consists of comparing monochromatic transmissions, of known
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frequency and source levels from a navigated source position, to a predicted
response. The broadband method assumes that the average ambient noise levels
across the array do not vary significantly from the mean, so defective channels may
be identified by examining the variance and a relative calibration is obtained by
examining the mean. To minimize the effect of variability in the environment over
1000 ambient noise spectra are normalized and averaged for the broad band
estimate, and for the narrow band estimate, the strength of the signal was
substantial compared to tb2 noise ( SNR of 45 dB//4sPa/N!Hz). The phase calibration
was generated by differencing a multiple linear regression with the smoothly
varying phase data obtained during the narrow band transmission.

Method Description and Data Collection

Narrowband. The narrowband method depends on modeling the *signal
arriving at the array b, correctly simulating the ocean environment at the test site.
The transmission was conducted on Julian day 267 from 2246 GMT until 00 GMT,
under benign environmental conditions; wind velocity was 6 to 7 kts at 250 '. swell
was 0.5 m at 310 *. A deep conductivity, temperature and depth (CTD) cast (3885
m) was executed coincident with the commencement of the narrow band
transmission and this CTD data was desampled for utilization in the sound speed
profile calculation [Sottrin and Hildebrand, 19891 required by the models, The
water depth obtained by echo sounding from FLIP was 4668 meters, therefore the
data from the deep CTD was extended by using data from a 4906 meter CTD taken
on Julian day 264 at 1605 GMT near 37* 04.10' N and 134' 46.75' S. The ship was
allowed to drift during transmissions and source range from FLIP (Figure 4.1) was
calculated f. rom radar mcasurements taken e, rr 5 rninltec• chlfn hPad ino anti
deployment geometry. The source was deployed at a depth of 27 meters, and
source level was monitored by a calibrated hydrophone at a range of 1 meter (Table
4.1) as each of the specified frequencies was transmitted for a period , f 6 minutes.
Array depth was estimated from navigation measurements taken at 1730 GMT.
Several propagation models, encompassing normal mode, parabolic equation, fast
field and elgenray approaches, were compared using the array test environment
parameters to determine the inputs [D'Spain, 19881. This comparison showed 0.5 to
1.5 dB deviations between the different model spectral level predictions away from
transmission loss peaks (Figure 4.2). The models require estimates of ocean bottom
parameters such as layer thickness, compressional wave speed and attenuation,
shear wave speed and attenuation and density and surface reflection coefficient
which were estimated from references in the literature. Small deviations in the
predicted transmission loss levels could be due to errors in these estimates. Small
variations also occurred in determining the exact location and loss levels associated
with the signal null (transmission loss peak) which is sensitive to source range and
array receiver depth, changing the phase of the signal arriving across the array. The
estimated parameters also affects the phase prediction and was probably
responsible for the differences observed in the results, therefore only magnitude
predictions wil! be used. The Generic Sonar Model (eigenray) was chosen as the
prediction vehicle due to its robust simplicity in this application where the
amplitude is controlled by two dominant paths, consistent results at close range
and reasonable execution times. The array data was obtained by extracting the raw
data from tape at the same time as the radar fix to obtain as precise a range
measurement as possible for the modeling effort. Spectral estimates were
calculated and averaged for each channel at the frequencies transmitted during the
calibrazion. The time series, which had to be long enough to generate reasonable
confidence limits, was limited to 98 seconds to reduce the errors in range due to
ships drift to less than 50 m assuming a drift rate of I kt. A single transform
estimate was compared to the averaged results at each frequency with slight
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differences (<0.5 dB) except near the transmission loss peak and at a few isolated
channels where the difference was as much as 2 dB for one particular frequency.
The 40-50 dB signal to noise ratio was more than adequate to alleviate doubts
regarding interfering signals and random noise levels. The comparison between the
data and model outputs indicated the necessity of iterating range and source level
to match the location of the transmission loss peak and the mean received signal
level. The range estimation by ship radar is accurate to within approximately ± 50
m, the range increment in the iteration was 5 m and the final deviation was less
than 30 m at 56 Hz and the source level was adjusted by +1.8 dB. The GSM
predictions were subtracted from the array received signal at selected frequencies
and the element deviations were compared. The data at 56 Hz is shown in Figure
4.3 and results are discussed below.

Broadband. Ambient noise levels are reported to vary only slightly (e.g. 1 dB)
with depth IMorris] therefore incoherently averaging the ambient noise measured
during the sea test should yield a virtually constant level across the array. If this is
the case, then deviation from this level offers an independent amplitude calibration.
Figure 4.4 a, b, d and e are spectral averages and the standard deviation of the
spectral estimates for data received by each channel at a specified frequency for 4
different time periods. The averages are calculated from linear estimates (middle
trace) and dB estimates (bottom trace), and the standard deviation is based on the
dB estimates offset to 90 dB for disp!ay purposes (top flat trace). The magnitudes
of spectral estimates are calculated as described in Section II. The linear estlmates
were averaged, calibrated and plotted in dB re ucPa/\/Hz reflecting the estimate for
each array channel at a specific frequency. The lower trace was calculated by
converting the linear estimates rto dR. then averagin~g and plottlin the calihrated
results. The standard deviations were calculated from the calibrated dB estimates.
The standard deviation of the log values has been shown to be a constant value of
5.6 dB [Dyer, 1970] (displayed as 95.6 on the plot); the 95% confidence level for the
averages is +0.166 dB, -0.162 dB for 2583*2 (real and Imaginary estimates) degrees
of freedom. The data were selected carefully avoiding any known nonstationary
effects (e.g. seismic profiler, large strum amplitudes, nearby ships) with the
expectation that the spectral level would vary smoothly across the array on the
order of 1 dB, deviating only at the level of channel calibration.

Phase. The phase results presented below were the result of a single coherent
FFT as described above. The raw phase data was processed by: (a) unwrapping the
inherent 27r rollover, (b) accounting for the 0.2 ms/element/section sampling error
in the array by subtracting wnr where n Is the channel position described In Section
I, (c) correcting for the 180* phase shift at the transmission loss peak as a result of
the interference between the direct and surface reflected paths arriving at the array.
and (d) subtracting a multiple linear regression curve to realize the plots in Figure
4.5.

Results.
Magnitude. Limitations in the calibration methods due to the incomplete

knowledge of environmental -parameters and the temporal variability of ambient
noise were minimized. The modeling efforts of the narrowband transmissions
resulted In 0.5 to 1.5 dB variations between various models and required iteration
in source level and range. The mismatch in Figure 4.3a especially apparent at either
end of the array results In a spatially varying offset. Consequently, the absolute
calibration levels (Figure 4.3b) were interpreted relative to the offset trend, and the
modeling results were confined to an advisory position in terms of the smoothness
of the array response. The response shown at 56 Hz reveals a smooth variation
across the array and the measured values plotted on an expanded scale (Appendix
C) expose channel deviants more clearly. Relative deviation levels greater than I dB
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from the smooth response were empirically identified and recorded at specified
frequencies. These results were reviewed for consistency and the average results
tabulated (Table 4.2). The ambient noise collected every 7.5 rn for 18 days, varies
smoothly with depth on a large scale. The small scale deviations however, are on
the order of ±1.5 dB. The variation across the array is illustrated in Figure 4.4 for
75 Hz at 4 different times (a. b, c and d) where the time difference between the
averages is about 1 hour for the vertical panels (a-b and c-d), and 2 days for the
horizontal panels (a-c and b-d). The degree of channel to channel variability
increased during the 2 day period. This variation in time is seen by examining the
bottom panels (e and f). A multiple linear regression was subtracted from the linear
averages to estimate the relative channel variation. The top plot in panels e and f
represent the difference in relative channel variation between the two panels
directly above and the difference in relative channel variation between the 2 day
estimates in the bottom plot. Short term (1 hour) time variation is smail, only one
channel has more than a ± I dB variation. The variance across the channels Is 0.13
dB (e) and 0.095 dB (f); because the channel calibration should remain constant.
these differences represent changes in the ambient noise field. Long term (2 days)
time variation is larger, with more than 10% of the channels having deviations of
greater than ± 1 dB. The variance across the channels is 0.68 6B (e) and 0.78 dB (f)
increasing from the 2 hour variance due to the nonstationarity of the noise field. It
is this variability In the ambient noise field which limits the broadband calibration.
To minimize the effects, estimates of the ambient noise field were calculated at 15
different times during the experiment in hopes that the variations were random and
would average out, leaving a more accurate estimate of the channel calibration
levels. The standard deviation of the 15 time estimates (Figure 4.6a for 56 Hz) for
the 3 frequencies procesetmd exhibit 3 chainnels with consistet•ay high variance (21.
55 and 100). The broadband amplitude results for 56 Hz, illustrated In Figure 4.6b,
were compared to the narrowband calibration results at 56 Hz shown In Figure 4.3b.
Ignoring channels 40 to 60 In the narrowband calibration which are close to the
interference peak at 56 Hz and the channels with high variance, the comparison
shows that most channels deviations of more than 1 dB are noticeable in both
results, however there are some obvious differencvi. These differences, notably
channels 5, 6, 29, 30, 65 and perhaps 85 are a result of excessive system noise
levels. The ambient noise measurements for these channels are distorted even at
low fre iuencies. These channels do not exhibit a high variance at a specified
frequency due to the consistency of the level; the level of channel 30 in Figure 3.6
is 88 dB re pPa/V/Hz at frequencies other than line harmonics. This imposes a
frequency dependent calibration as the ambient noise level changes with frequency.
Another obvious difference is the channel 27 estimate which is consistently high in
the narrowband results but is not identified as a deviant in the ambient noise
results. The cause of the apparent transient nature in a few of the channel levels
has not been resolved.

Phase. The phase regression differences were examined for 5 different
frequencies, the result for 56 Hz is shown in Figure 4.5f. Besides channel 100, the
only other identifiable error mode were the channels which are filtered within the
processor case (e.g. 5. 6. 15, 16). These channels are most likely affected by the
switching noise Identified in the previous section. The phase of the incoming
signal should vary smoothly acioss the array (Appendix C); ignoring the mismatch
in the regression curve and the transmission loss peak. the deviation in phase at 56
Hz is within 0.1 radians. The smooth phase variation assisted in identifying the
channels with reversed polarity discussed previously. Phase deviations are also
evident in the time series plots (e.g. Figure 3.1) during an impulsive arrival. The
deviations for acoustic arrivals such as the seismic profiler are small as discussed
above however for mechanical vibration (strum), every fifth channel per section (e.g.
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5, 15, 25, etc) is delayed on the order of 50 ins due to propagation interference by

the processor pressure case.

V. Conclusion

Large aperture low frequency arrays are inherently difficult to test because of
the physical size and number of channels which impose time and facility
constraints. Utilizing ambient noise in system tests allows the array performance to
be monitored throughout the experiment, identifying low performance channels
and their effect on experimental results. The tests discussed here, although not
exhaustive and yet to some extent repetitive, illuminate problems associated with
the array hardware and software. The repetitive aspect of the tests is necessary
due to the random nature of the ambient noise and the specific manifestation of the
problem being investigated. In addition to system noise testimony, in-situ data was
successfully used to calibrate the individual channels. A combination of
narrowband transmissions and ambient noise measurements provides magnitude
deviations to within ±1 dB.

Although the tests amplify the negative aspects of the array system, based on
the results shown here, the array might well be used without adjustments to the
nominal calibration. The -35 dR array side lobe level is more than adequate for
many applications. However, spectral levels for individual channels are frequency
limited due to system noise. Specific results for the array discussed show that four
elements in each array section (the closest to and furthest from the processor)
potentiaily have noise problems at high frequencies. The noise iii the furLhest
elements is coherent and with the exception of channel 30 (consistently above 85
dB in the data processed to date) and channel 29 (slightly lower), the average level
is about 78 dB//pPa/V/Hz but affects few enough channels that the degradation in
the directionality plots is minimal. The noise in the closest elements is incoherent
but at about the same levels with the exception of channels 5 and 6 which exhibit a
frequency dependence when compared to spectra from other channels. The distinct
comb-iike pattern fades as the amplitude of the ambient noise increases. The high
frequency contamination was identified during the self noise laboratory test as a
common mode problem in the channels furthest from the processor. The system
noise in the channels filtered within the processor case was not identified because
the electronic packages were removed from the case and separated physically to
provide access to test points reducing the coupling effect. Precursory laboratory
system tests are required to eliminate system noise sources prior to deployment.
The coherence shown Is channels 5 and 6 indicates substantially higher noise levels
than most of the other channels, and although not showji, this is corroborated by
their spectral estimate distribution. Few channels show this level of noise
contamination however, and it is not expected to affect coherent processing results.
This is supported by the -35 dB side lobe levels in the array beampattern. Few of
the tests would individually provide conclusive evidence of a system noise problem
due to the stochastic nature of ambient noise and the particular manifestation of a
specific system problem. However, as evidence is accumulated through the results
of the series of tests, these problems may not only be identified but cause may be
narrowed. The impact on experimental results is of coutse tied to the specific
purpose of the experiment. For the results shown here, absolute spectral levels for
ambient noise are obviously damaged for specific channels and specific frequency
bands, however the array is capable of measuring signals above the system noise
levels defined by the test results, and the directionality estimates would satisfy
most application specifications.

An in-situ array calibration was demonstrated successfully at a ±1 dB re
/jPa/V/Hz level by comparing the results of the two independent methods for



relative channel to channel information. Although the narrowband results have the
potential of providing absolute calibration values, modeline the narrowband
transmission requires precise knowledge of environmental parain-'ers. Some cf
this information is not readily available for specific test Fitcs and must be
estimated, increasing the error of the modeled response. Conseque-Ody the model
outputs were utilized as an indication of the smoothness of the array response at
specified frequencies. The level of system noise and the temporal variation of the
ambient noise levels posed problems during the broadband array calibration w'dch
examines channel variation after averaging large numbers of spectra. Devladkn
from a regression across the array removes the time-varying mean of the aiable.t
noise and allows comparison of channel to channel variation. The variance of the
estimates must also be considered as confidence in the mean deviation increases.
Comparing broadband calibration results to the narrowband results yields good
agreement however, with the exception of the channels with excessive system noise
levels. Being aware of the potential for deviation between the two methods
facilitates the analysis. Phase calibration results were based on the assumption of
smooth phase variation across the array and were identified as deviations from a
multiple linear regression. The deviation in phase was small (0.1r at 56 Hz) with
the exception of those channels Identified with system noise degradation.

Acknowledgments

The authors are indebted to C. P. deMoustier for his review of the manuscript
and valuable suggestions. We thank G. L. D'Spaln for his assistance in the modeling
effort and F. V. Pavllcek for engineering expertise and substantial contributions
during the laboratory testing. We also acknowledge the art work of J. Giffith. The
captain and crew of the research platform FLIP contributed to the sea-going
operation. This work was supported by the Office of Naval Research under contract
number N00014-87-C-0127.

16



Appendix A Element and Processor Identification.

Element Identification. Identification of the hydrophone elements varies with
the associated stage of array fabrication. Table Al illustrates the ID cross-reference
for the vertical deployment during the VLAl experiment in September 1987. The
first column results from the 'at sea' configuration recorded on magnetic tape, the
second column refers to the laboratory array test setup, tne third column is the
identification scheme used during hose fabrication and testing, and the fourth
column lists individual element numbers. Channel numbers represent the order In
which the data was recorded on magnetic tape throughout the experiment. The
channels are numbered from the bottom or physically deepest phone (# 1) to the
top phone (# 120) which was closest to FLIP, the phase-reversed channels are
indicated. The D Is referenced to a particular processor. P1 is the deepest
processor which collects data from 5 phones below it (channels 1-5) and 5 phones
above (channels 6-10). The H designation refers to the acquisition timing. The data
from each 10 channel P-section are stored as equally spaced time multiplexed
samples, starting with H0. The clocks are resynchronized every 2 ms with a pulse
generated in the array telemetry module. This results in a phase shift of Wnr where
u is the frequency, n is the channel position Hn, and r is the 0.2 ms sample
frequency. The effect of this phase shift on the beampattern is significant as
frequency increases (Figure 3.8c). *lhe nose designation identifies which physical
hydrophone hose section was being sampled. The hose sections are identical
facilitating construction, testing and maintenance, and were tested individually in
the laboratory prior to array installation. The lab test results are summarized in the
last three columns; 100 Hz lvvel is the amplified output of the differentially
received line driver in dB referenced to the signal injected electronically at the
hydrophone, low and high -3 dB are the frequency cutoff points in Hz. The phoneid
identifies the individual phones prior to installation within the hose section.

Processor Identification. The processors are identified with a software ID and a
hardware ID (Table A2). The software ID reflects the physical position the
processor claims within the array and Is programmed as such in the EPROM. Each
processor transmits the data sampled during a 2 ms frame within a time window
dictated by its software ID. This ID may be reprogrammed by the operator and will
have the effect of changing the position of data transmission window for the
specified processor. The hardware ID is hardwired for each individual processor,
providing a fixed ID reference. Ihe bit stream location refers to the processor data
location within a 2 ms frame of data. The contents of the 8 locations assigned to
each processor varies with the commands the processor receives [Sotirin and
Hildebrand, 1988].
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Table AIa-.Element Identificatio - eptember 1987
chanel ID Ih phonei '1 n j0 leveb Hozw z

SP191 W 20B5 196 -1.2 6.4 214
2 P1118 20B4 197 +0.7 4.0 220
3 PIH7 2023 198 -1.2 5.8 216
4 PIH6 20B2 199 -0.7 5.1 221
5(-) PIH5 20B1 200 -0.1 4.6 15.0 k
6(-) P1H4 12AI 111 +0.3 3.9 14.6k
7 P1113 12A2 112 +0.2 4.7 226
8 PIH2 12A3 113 +0.1 5.2 217
9 PIHI 12A4 114 +0.2 4.5 225
10 PIH0 12A5 115 +0.4 4.6 232
11 P2H9 12B5 116 +0.1 4.4 212
12 P2H8 12B4 117 0 4.8 240
13 P2117 12B3 118 +0.1 4.4 211
14 P2H6 12B2 119 -0.1 4.8 204
15 P2145 1281 120 -1.2 5.1 15.2k
16(-) t21T4 19A1 181 -0.4 6.1 14.7 k
17 P2H3 19A2 182 +0.1 4.6 217
18 P2H2 19A3 183 +0.2 4.9 223
19 P2H1 19A4 184 -0.8 5.5 220
20 P2HO 19A5 185 -0.6 6.3 221

-21 (-) P31-9 19B5 186 -0.3 4.5' 230

22 (-) P3H8 1924 187 -0.3 4.7 223
23 P3H7 19B3 188 -0.6 5.3 217
24 PIn16 19B2 189 -0.8 5.3 218
25 (-) P3H5 19B1 190 -0.6 4.7 15.3 k
26 P3H4 16A1 151 -1.1 5.2 150k
27 P3H3 16A2 152 -0.6 4.7 220
28 P3112 16A3 153 -0.4 4.8 211
29 P3HI 16A4 154 +0.3 4.6 230
30 P3H0 16A5 155 +0.4 4.4 229
31 P419 16B5 156 0 5.0 225

J2l'4H5 10614 x57 +MJ.1 4.7 2

33 P4147 16B3 158 0 4.9 223
34 P4116 16B2 159 -0.7 5.5 218
35(-) P4H.5 16B1 160 -0.7 6.0 14.1 k
36(-) P4H4 I1Al 101 -0.5 5.0 14.3 k
37 P4H3 11A2 102 -0.5 5.0 220
38 P4H2 I1A3 103 -0.7 4.6 217
39 P4H1 IIA4 104 0 4.3 227
40 P4110 I1A51 105 0 4.9 225
41 15159 11B5 106 +0.3 4.5 231
42 P5H8 11B4 107 +0.1 4.5 220
43 P5117 11B3 108 -0.4 4.8 220
44(-) P5116 lIB2 109 +0.1 4.8 223
45 (-) P5H5 IIBI 110 -0.2 4.3 14.6k
46 (-) P5H4 7A1 61 -0.3 4.2 15.3 k
47 .. ~...,7A 62' -0.3 4.7 21.1
48 PR12 7A3 63 -0.3 4.2 218
49 P511 7A4 64 +0.3 4.6 222
50 P510 7A5 65 -0.3 4.0 214
51(-) P6H9 7B5 66 -0.4 5.0 211
52 P6118 784 67 +0.2 4.7 214
53 P6117 7B3 68 -0.3 5.8 217
54 P6H6 7B2 69 0 4.1 216
55 (-) P6115 721 70 -0.3 4.7 15.2 k
56 (-) P6H4 5A1 41 -0.3 4.4 14.2 k
57 P6H3 5A2 42 +0.5 4.0 220
58 P6112 5A3 43 -0.1 4.8 220
59 P6141 5A4 44 0 3.8 210
60 P6H0 5A5 45 0 4.5 225
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TlablAlb. Element I entitication-S~ieie [987c h n- • ID - h o se ph -o n~ id 100 Hljz le -ve -l I-w- -1 2 -2-•
61 P7H9 5B5 4 0 4.8 H9
62 P7H8 5134 47 +0.3 4.4 223

63 P7H7 5B3 48 -0.2 5.0 226
64 (-) P7H6 512 49 +0.1 4.0 226
65 rIH5 5B1 50 -0.4 4.2 15.2 k
66(-) P7H4 2A1 0 .0.6 4.7 14.5 k
67(-) P7H3 2A2 0 -0.6 5.9 228
68 P7H2 2A3 13 0 3.7 230
69(-) P1HI 2A4 0 -0.6 3.7 201
70 (-) P7HO 2A5 0 -0.1 4.9 217
71 (-) P8H9 2133 0 -0.4 6.0 219
72 (-) PSH8 2B4 17 -0.5 4.6 205
73 (-) P8117 2133 0 +0.4 4.3 235
74 P8H6 2B2 212 -02 4.6 228
75 (-) P8H5 2B1 0 0 5.8 14.8 k
76(-) P8H4 13AI 121 -0.3 5.1 14.9 k
77(-) P8113 13A2 122 -0.7 5.1 210
78 P8142 13A3 123 -0.8 5.3 218
79 PSH1 13A4 124 -0.8 5.6 219
80 P8140 13A5 125 -0.7 5.7 212
81 P9119 13115 126 -0.4 4.8 225
82 P9H8 13134 127 +0.5 4.8 219
83 P9H7 13B3 128 +0.5 4.6 230
84 P9116 3132 129 -0.8 5.4 212
85 (-) P9H5 13B1 130 -0.5 5.1 14.8 k
86 (-) P9114 17AI 161 -0.6 5.6 13.9 k
87 P9113 17A2 162 -0.6 5.0 215
88 P9H2 17A3 163 -0.4 5.0 211
89 P9HI 17A4 164 -0.5 4.9 214
90 P9H0 17A5 165 -0.5 4.9 217
91 1,7135 166 o.7 5.2 217

"2 Ir~tvrlo 110 Jul' a -0.V . 2

93 [ P10117 17B3 168 -0.7 5.1 223
94 P10116 17132 169 +0.7 4.1 226
95(-) PIOH5 17131 170 -0.6 4.6 14.26 k
96(-) PIOH4 14A1 131 -0.4 4.3 14.8 k
97 PIOH3 14A2 132 +0.7 4.4 232
98 PIOH2 14M3 133 -0.7 5-3 216
99 PIOH1 14A4 134 +0.2 4.6 226
100 PIOH0 14A5 135 -0.1 4.9 220
101 PI IH9 14B5 136 -0.5 4.9 227
102 PliH8 14134 137 -0.3 5.1 220
103 PIIH7 14B3 138 -0.1 4.6 218
104 PI IH6 1402 139 +0.4 4.4 240
105 (-) PI1IH5 1481 140 0 4.5 15.5 k
106 (-) PI IH4 4A1 31 -0.3 5.0 15.8 k
!-7 P11113 4A? 32 +0.4 4.5 230
108 P11 12 4A3 33 0 4.4 234
109 PI IH1 4A4 34 -0.1 4.9 223
110 PII10 4A5 35 -0.1 4.8 231
111 P121-19 4115 36 +0.2 4.6 225
112 P12H8 4B4 37 +0.3 4.0 231
113 P12117 4B3 38 -0.3 4.2 219
114 PI2H6 4132 39 0 4.7 223
115 (-) P12H5 413 40 -0.5 5.0 15.6 k
116(-) P12H4 21A1 201 -0.6 8.2 15.6 k
117 PI2H3 21A2 202 -0.5 5.1 222
118(-) P12112 21A3 203 +0.2 4.5 226
119 P12111 21A4 204 -0.6 6.5 211
120 P12H0 21A5 205 -1.1 6.2 215
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Table A2. Processor Identification - September 1987

Hose Processor Bit Stream#•SA HWID oato

Adaptor

21B

21A
12 6 91-98

4B

4A
11 14 83-90

14B

14A
10 13 75-82

17B

17A
9 11 67-74

13B3
13A 8 15 59-66
2B

2A
51-58

5B
5A

6 10 43-50
7B

7A
5 16 35-42

11lB

11A
4 12 27-341 6B

16A19A 
3 19-2619B

19A
2 C 11-18

12B

A 1 T r8 3-10
20B

20A ~ Term Iinator

20



Appendix B Array Beampattern.

The directional characteristics of the array may be used as an indicator of the
robustness of coherent processing schemes when confronted with random errors in
amplitude shading and phase response. The expressions are also useful In
evaluating the effect of modifying array design parameters eg. number of elements
and element separation. Generation of the beampatterns the array described in
Section 1 follows a similar development to that described by Stutzman and Thiele
[1981]. The array Is an equally spaced linear array with 10 elements per section and
12 section per array.

The hydrophone response is omnidirectional and is designated as Ao = A I= ...AN
where N Is the number of elements. A beampattern in terms of angle of arrival 0 is
calculated by summing the phase corrected response for each element to an
incoming plane wave; this pattern is referred to an the array factor when it Is
expressed In terms of phase angle 0 described below. The phase of the Incoming
wave arriving at the middle of the array is arbitrarily set to zero. The phase of the
incoming wave arriving at the element just below the middle is delayed by a factor

which is proportional to the distance traveled by the wave (1/2)dcoso = . such .X 27r

that for this element ý*- 2X d/2)cos, where d is the distance between elements Inx
meters, X is the wavelength of the incoming wave, and 0 is the angle of arrival of the
incoming wave where a wave arriving normal to the array has an angle of arrival of

z radians. The phase of the incoming wave arriving at subsequent array elements

is calculated similarly thus:

N-i Jk(n -- --- )dcosO

AF. EjA~e

where k - wavenumber - and the index n Is initialized to 0 at the top element

of the array. By assuming that the amplitude response is identical for each element.
the array factor may be written in closed form which permits evaluation of specific
beampattern parameters by Inspection. With 0 defined as 9- kdcose and by
assuming that the element amplitude response is equal to A, the array factor

AF = Ae-2 E÷ N-!

nl-

Although the above equation could be evaluated using Fourier series in terms of 0,
the beampattern is normally plotted In terms of 0, the angle of arrival. Rewriting
the summation in closed form and manipulating,

AF= N-1 4 eiNO - _jN.-Ae ejN0Z eJN0Z .- Jr1 2 1
AF " I. -2 ejN Ae 2 [ eJ' 12  eJNO 2 - e--J]2" ~L

sin(e sin ]
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N-I

The array factor may be normalized by the maximunm response A 1 - AN at --0
n 0

resulting in an expression which is symmetric about 7:

ncrmafize4ý A= sinf(No2) _ sin((NkdcosO)[2)
Nsin(0/2) - N sin((kdcosO)/2)

The main beam width and number and location of the sidelobes are easily evaluated
from the closed form notation. The width of the main lobe may be measured by the
position of the first zero crossing which occurs when sin(NO/2) - 0. or 0 - 27r/N.

"I his occurs at 0 -' arccos(--L-). A rule-of-thumb, using a small angle approximation.
Nd

is that the maitnlobe width - 2 * (-./4 - 0) - 2 4 arcsin( X/P) - 2X/P, where P is the
array aperture Nd, and to half power is 0.886.\/P. For the array at 100 Hz, X - 15
meters, d - 7.5 meters, N - 120 and the first zero crossing occurs at 0 - :- 7r/60 or 0
- 7r/2 ± 0.00537r yielding a main beam width measured at the zero crossings of 1.9'
which corresponds to a half-power beamwidth of less than 1'. Subsequent zeroi27r
crossings define the widths of the sidelobes and occur at 12 -7-. This indicates

that for one period of f(O) there are N-2 sidelobes plus one mainlobe, that the width
of each sidelobe is 27r/N, and that the width of the mainlobe is twice that or 7r/N.
The array factor response pattern of an equally spaced linear array is independent
of the Incoming wave frequency and of the element spacing. It is dependent only
on the number of elements in the array N. The beampattern is not however, and in
terms of 0, further inspection indicates that as the aperture Nd increases (this
parameter may increase with the inter-element spacing or with the number of
elements) or the frequency Increases the number of sidelobes increases, the width
of the sidelobes decreases, and the width of the mainlobe decreases. The mainlobe
can be thought of as a spatial sampling instrument whose bandwidth is 2x/F. The
finest angular resolution of the noise field that can be achieved then is related to
the array aperture size in terms of the mainlobe width. This angular resolution,
termed the critical angle [Rracewell, 1954]. is half the mainlobe width or 9, = X/P.

The beampattern of a vertical linear array is a function of elevation angle 0 but
not of the azimuthal angle. Thus the beampattern exhibits cylindrical symmetry
about the line of the array, and it is completely determined for 0 < 0 .4 7- or -1 < cos
0 < 1. This region, known as the visible region, is described in t'.rms of 0 as -kd < 0
< kd. Interpretation of directional data is facilitated with an intuitive
understanding of the mapping between electrical phase 0 and physical phase 0. If
the element response is linearly phase-shifted electronically to redirect the pattern
in space, the phase-shift factor a is additive redefining the visible region as
a - kd <O < a -t kd. The array described was cut for a x/2 spacing at 100 H;: of 7.5
meters between elements. Therefore at 100 Hz. exactly one period of the array
factor appears within the visible region. At 50 Hz, only half a period is visible; in
terms of steering the main beam as shown in Figure 3.7, as 0 is increased beyond
the visible region, the main beam disappears and only the side lobes of the array
remain directed toward rea space. Consequently, if the level is dominated by the
side lobe response, the main beam's disappearance will have little effect- Increasing
the frequency to 200 Hz, two periods are visible giving rise to the grading lobes,
which are at the same magnitude as the main beam, at 0 and 180 degrees for a
broadside beam. These grading lobes restrict the ability of the array to
discriminate between signals arriving at different angles.
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Appendix C Narrowband Calibration Results.

The array measurements of the narrowband transmissions during the in-situ
calibration are presented for 16, 22. 27, 41, 56, 81, 98. 135 and 159 Hz. The
channels identified during the analysis are circled. The GSM output and a normal
mode propagation model prediction (ATLAS) for the same frequencies are also
shown to give an indication of the smoothness of the response. Two model
predictions are shown for comparison and to indicate the relative sensitivity to
environmental parameters (especially bottom parameters). The high frequency
oscillations in the GSM response at 159 Hz are due to the bottom reflection arriving
almost endfire with respect to the array with a wavelength of 9.4 m. These outputs
are not intended to be utilized in an absolute calibration. The phase response for
27, 56 and 81 Hz is shown on an expanded scale as deviations from a linear
regression. The channels with the highest phase variability are those filtered within
the processor case.
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Norrowbond Colihbration: 135 Hz
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Nor-rnwbond Colibrn~ion: 159 Hz
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GSM Results 16 Hz
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GSM Results 22 Hz
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GSM Results 27 Hz
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GSM Resuits 41 Hz
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GSM Results 56 Hz
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GSM Results 81 Hz
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GSM Results 98 Hz
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GSM Results 115 Hz-
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ATLAS: 16 Hz, SD:27 m, R:2295 m
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ATLAS: 22 Hz, SD:27 m, R; 1332 m
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ITLAS: 27 Hz, SD:27 m, R: 1944 m
140 --- I I I -I

135

130

N

L 125
rl

U

L 120
U
E

L
c 115

L

0

"~ 110

105

1.300 1200 1100 1000 929. 800 700 600 500

[epiýh (m,)



ATLAS: 41 Hz, SD:27 m, R:2142 m
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ATLAS: 56 Hz, SD:27 m, R: 1550 m
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ATLAS: 81 Hz, SD: 27 m. R: 1854 m
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ATLAS: 98 Hz, SD: 27 m, R: 1141 m
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ATLAS: 115 Hz, SD:27 m, R:2217 m
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ATLAS: 135 Hz, SD:27 m, R:I141 m
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ATLAS: 159 Hz, SD:27 m, R:2276 rn
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Regression Differegnce, 27 Hz

1.2

0.8

0.4

0.2a

-0.4

-0.4b

-0.8

-1.2

-1.4

10 20 ~30 40 50 W~ 70 80 90 100 110 120

chunnel

54



Regression Difference, 56 Hz
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Re9ression Difference, 81 Hz
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Table 4.1. Narrowband Transmission Parameters.
Frequency range source level file.sio file.ssio tape skpbuf

dB start time start time number
Hz meters re uPa 49152 ps) (8192 pts

98 1141.375 192.0 22:54:37.824 22:54:59.984 758 1312
135 1141.375 193.1 23:03:46.566 23:04:59.986 758 5600
22 1331.655 179.7 23:08:53.697 23:09:59.997 758 8000
56 1550.335 191.3 23:t3:39.074 23.14:59.994 758 10390
81 1853.546 199.3 23:19:29.716 23:19:59.996 759 1970
27 1943.869 181.5 23:24:29.809 23:24:59.989 759 4315
41 2141.568 186.6 23:33:59.538 23:34:59.998 759 8767
115 2216.663 198.2 23:38:59.887 23:39:59.987 760 114
159 2275.890 186.0 23:44:00.108 23:44:59.988 760 2460
16 2295.145 176.3 23:48:59.562 23:49:59.982 760 4800
11 2358.765 170.0 23:54:00.295 23:54:59.995 760 7150

Depth of the top of the array estimated from tape 744: 435 meters

Table 4.2. Results of Narrowband Calibration
Channel: 1 2 3 4 5 6 7 8 9 10

P1 -1 +1 -2 8 I

P2 [_-1 -1

P3 +1 -1 +2
P4 -2 +,

P5 -.5 +1
P6
P7 -1 -1 +1

P8 +1 -1 +1
1P9 +.5 -1
P10 +1.5 -1
Pll -5

_P12 -1 -1
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processor pressure case to allow detection of 12 kHz navigation signals. The low frequency

acoustic signals are multiplexed, amplified, capture~d by the sample and hold, and converted to

digital format before being transmitted to the surface.



Figure 2 Power supply spectra. The photo of a spectrum analyzer window displays the spectra
of (a) the DC-to-DC converter 5 VDC input, (b) the 5 VDC DC-to-DC output, and (c) the ±15
VDC DC-to-DC output. Narrowband signals othcr than line frequency harmonics were inter-
mittent.
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Figure 3 Common mode switching noise. The 1 MHz clock signal running the length of the
array couples into the low level analog signals. This noise is suspected as the noise levels in-
crease with increasing distance. In the figure, (a) Channel 11 transmitts 33.75 m, (b) Channel
12 transmitts 26.25 m, (c) Channel 13 transmitts 18.75 m, (d) Channel 14 transmitts 11.25 m,
and (e) Channel 15 transmitts 3.75 m. The final panel (f) shows the array output with the vari-
able gain stage shoited.
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Figure 4 Channel gain difference. Slew rate limitation is suspected as a channel gain
discrepancy correlates with transmit distance. The channel transmitting furthest (11) is com-
pared to the closest channel (15). The difference between these channels (a) should ideally be
zero at any gain setting. The variable gain stage was changed from 34 dB to 54 dB in 10 dB in-
crements. The expected change in channel spectra level (b) is 10 dB for each increment howev-
er the actual measured change for channel 11 is about 5 dB.
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Figure 5 System noise coherence. The coupled noise shows a coherent structure across the ar-
ray bandwidth. The top panel (a) displays the coherence between the channels at 33.75 m and
at 26.25 m. The bottom panel (b) display the coherence between the channels at 33.75 mn and at
3.75 m. Pair-wise coherence plots corroborate this result.
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BEAMFORMING: AMBIENT NOISE vs. SELF NOISE
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Figure 6 System noise directionality. The coherent noise is significant at only one or two
channels per section in the array and does not affcct, the directionality noise levels which remain
below than of the ambient noise.

65



110 - a) CHANNEL 6
100

90

70
60

1a. 50
=L 40 -0 i I I

70 120 i -+----

W 110 b) CHANNEL 11
a 90

0 5

50

0 30 603 90 120 150 180

FREQUENCY (11z)

Figure 7 System noise spectral levels. The coherent noise sp~ectral level is of concern as it ap-
proaches and possibly exceeds the ambient noise level. This level is dependent on the array
gain setting, increasing as the gain decreases. The gain shown here is 34 dB; gain settings dur-
ing the experiment averaged around 40 dB, with 34 dB used only during high wind conditions.
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Figure 9 Time series and bit distribution. (a) The distribution for 16 s of the array element
time series is calculated as a histogram with a bin width of 0. 1 V. (b) The output of the ADC is
an offset binary representation of the voltage. The array processors convert this to 2's comple-
ment by inverting the most significant bit. The 2's complement samples are used in the same
process as the bit distribution simulations to generate the results shown here for the same 4096
samples used in the time series distribution.
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Figure 10 Bit distribution. The 2's complement sampics are used in a process wliuch records
the nuber of• t!XiC each h~t i• h~irh •n • f minl• •rI€ mninn. 'fXAl_ 1:nr • 7'rnt m~n g~s

sian random process, this results in a near zero distribution for each bit. A non-zero mean pro-
cess affects the most significant bits depending on the mean and standard deviation as seen by
the simulations () mean = 0.5, standard deviation (a) 1, (b) mean -1, a = 0.5, (c) mean = -1,
a = 1, (d) mean = -1, a =2.
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Figure 11 Power spectral density. The rpectra were. geteirated by incoherently averaging 15
8192-pt FF1 of 50% overlaped, Kaiser-.Bessel windowcd (c=2.5) time series. The data se-
quence was 2 minutes in length and the resuhs were pVotted a- a 16 bin average yeilding a 90%
confidence interval of +0.5/-0.4 CB. The spes.tra shov different facets of the --abient ro.ise, in-
cluding (a) a typical array avsponse, (b) local ship noise .1c w frequency) atid a pseudo. random
code transmission (200 Hi), (c) seismic pnrfiler noise, (d. e and f) the effect of systen:. noise on
the high frequency response for chaxumels furthest away (33.75 m) front the proc -ssor.
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Figure 12 Chant.-l to chh"*nel coheirince. The coherence is calculated as die magnitLd•
squared cross spectra of the specified channels ncnnaiized by the single charuicl spectra. The
results shown in (a), (b) and (c) are typical of vertical ambient noise coherence. The resulis
shown in (d) and (e) indicate the present:e of incoherent noise in the channels filtered within the
processor case (chanels 5 and 6).



, i ,Il, , I-

a) 35 Hz I b) 60 Hz

I'Icr 8

0•. 7-IIIIII I I 11i ;i- 1 1

0 75 Hz

L8 I A

40 120 HzI

e) 135 Hz f) 150 Hz

Z:L

Fiur 13Narwbn spcrletmt.Teseta s imaeIo eiidbn(.8H

rcw

270 102e 3040 50 6070 80 98 1110120 10 2030 40 506070 880 01001.320

CHANNEL CHANNEL

Figure 13 Narrowband spectral estimate. T'he spectral estimates for a Tpecified bin (0.98 Hz
bin width) were incoherently averaged (N = 2583) and plotted against array chaniel number.
The time series were 21.9 minutes long and windowed with a Kaiser-Bessel (a=2.5) function.
The frequencies shown represent ambient noise, line frequency and system noise interference
distributions.
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calibrated (linear) spc-:ra1 estimates with bin widths of 350 jiPa/blHz. Deviation from~ the ex-
pected Rayleigh distrib~ion would require investigation.
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Figure 15 Beanpattenis. The array benpatterns were catculaied for the 120 element
equally-spaced line array at 56 Hz with Kaiser-Bessel shading (ctl1.5). Error- were introduced
in amplitude (b) and phase (c and d) and co.pared to the theor-tical pattern shown Mn (a). The
estimate of the true heampattem incorporating the amplitude and phase calibration enors (e) hi-
dicates an almost constant side lobe level at -35 dB.
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Figure 16 Beam levels. The beam levels are calculated by taking the Fourier Transform of a
single frequency bin across the 120 array channels. The result is displayed as a linear average
(top curve), a dB average (bottom curve) and the standard deviation of the dB estimates
(separate plot). The ordinate is referenced to a watt/Hz/m and the abscissa is normalized phase
(0r2n) with positive numbers looking up. The dotted lines mark the visible region.
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Figure 18 I.Lne frequency spatial distribution. The correlation levels indicated at 120 Hz are
shown to be an artifact of the amplitude variations across the array. The beamformed results (a)
show a spatial distribution which is very similar to that obtained from the Fourier Transform of
the magnitude estimates at 120 Hz (b). The similarity indicates that the arrivals from directions
other than broadside are not due to coherent combinations.
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Figure 19 Narrowband transmission r,,nge. The range of the narrowband source from the. array
deployed from FLIP were recorded from ship's radar every 5 minutes during the transmissions.
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Figure 20 Calibration modeling. The tr-nsmiission loss estimates of several different propaga-
tion models are shown for empirical comparison of the variability, at array element depths. Ar-.
ray measurements are also plotted.
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Fiue21 MuNarrharid rnagniude results. (a)nxh model prediction vs. auray data is plotted at
56H.The GSSM ragnitue prediction is the smooth curve with a deep null at 960 m. (b) The

diffrericc between the model prediction~ and the arry response is shown.
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figure 22 ,Ahbient noise variability. The variation in ambient noise at 75 Hz is shown. 2 J
top four panecls (a, b, c and d) represent ",he 75 Hz bin estinmate across the array at different
times. Th~e s~no'flh curve at L'e top of each panel is the variance of the dB estimates. The two
simile, curves in .ach panel are the. linear (top) and dB (bottom) aver,,es. ,The data was take at
fuiar difkerent times d n rg the experiment to reflect 1 hour and 2 day variations: (a) Julian Day
(Jday) 266 at 78:53 GM'T. (1,) Jday 266 at 09:411 GMT, (c) Jday 268 10:09 GMT, (d) Iday 268
Ii: 19 GMT. Array telenietering errors are noticeable in the dB estimates of the data for chan-

ntels 70-79 in (d); the d:ata w •re corre~cted in the ;ineai averagc which is more sensitive to er.or.
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coherent Fourier Transfxm• has z•n in~herciit 2,r phase shift. 'ITis is uxnwrapped (b) and deviation
from the resulting smooth phase change across the array is due to the 0.2 ms sampling offset i
Compensating for the deterministic sampling offset Lc) reveals a phase shift of ir radians at the
trasmission loss peak. The fully compensated phase curve (d) varies smnoot~hly across the array
excep" 3t the transmission loss peak where thxe SNR is too low to provide an) accurate phase esti--
rrate. A multiple (order 3) linear regression (e) is subtracted and the difference (f) is an indica-
tion of tie array phase error. The curvature of the difference is due to a mismatch in the r•gres-
sion and a morn accurate estimate (order 4) is shown in Appendix C. =
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* Figure 24 Broadband magnitude results. Ambient noise measurements were used to estimaate
the spc•-tral levels at 56 Hz for each array channel. These estimates (N=2583) were calculated
at 15 different times during the experiment and the results averaged to minimize the variatbility
of the ambient noise. (a) The standard deviation of the 15 different time estimates was calculat-
ed. (b) A multiple linear regression was subtracted frmi the me~ie. The calibration results us-
ing ambient noise
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